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SUMMARY

This paper presents a preconditioning technique for solving a two-dimensional system of hyperbolic
equations. The main attractive feature of this approach is that, unlike a technique based on simply
extending the solver for a one-dimensional hyperbolic system, convergence and stability analysis can be
investigated. This method represents a genuine numerical algorithm for multi-dimensional hyperbolic
systems. In order to demonstrate the effectiveness of this approach, applications to solving a two-dimen-
sional system of Euler equations in supersonic flows are reported. It is shown that the Lax–Friedrichs
scheme diverges when applied to the original Euler equations. However, convergence is achieved when
the same numerical scheme is employed using the same CFL number to solve the equivalent precondi-
tioned Euler system. Copyright © 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Numerical solutions for multi-dimensional non-linear systems of hyperbolic equations are
frequently required when dealing with computational fluid dynamics problems. Although
many numerical algorithms have been developed and applied to solve multi-dimensional
hyperbolic systems, the majority of these methods are essentially based on simply extending the
algorithms for one-dimensional problems. Strictly speaking, rigorous convergence and stability
analysis are not available when applying one-dimensional numerical scheme to multi-dimen-
sional problems. Consequently, an explicit numerical scheme is seldom employed because of
the lack of stability analysis.

This paper begins by giving a brief description on numerical algorithms for a one-dimen-
sional system of hyperbolic equations in Section 2.1. The difficulty in extending the procedure
based on a one-dimensional system to multi-dimensional problems is discussed in Section 2.2.
In Section 2.3, after introducing the concept of a weakly coupled system, the authors show that
if a two-dimensional system of hyperbolic equations is weakly coupled, then there exists a
preconditioning operator so that the resulting preconditioned matrix coefficients are hyper-
bolic and commutative. As a direct consequence of this property, convergence and stability
analysis can be easily investigated for the equivalent preconditioned system of hyperbolic
equations. The preconditioning technique is then applied for the solutions of two-dimensional
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Euler equations in Section 3. The authors first prove that the two-dimensional Euler equations
are a weakly coupled hyperbolic system if and only if the flow is supersonic. Then the
derivation of a preconditioning operator is presented. The preconditioning technique can be
applied to Euler equations in both conservative or primitive variables. To demonstrate the
effectiveness of the preconditioning technique, numerical simulations for solving two-dimen-
sional Euler equations resulting from a supersonic channel flow problem and a shock reflection
problem are reported in Section 4. Finally, concluding remarks are presented in Section 5.

2. NUMERICAL SOLUTIONS FOR HYPERBOLIC SYSTEMS

2.1. One-dimensional system

A one-dimensional linear hyperbolic system can be written as

(U
(t

+A
(U
(x

=0, (1)

where U= (u1, u2, . . . , un)T and A is an n×n constant matrix. Since system (1) is hyperbolic,
the matrix A is diagonalizable. Consequently, there exists a non-singular matrix T, such that

T−1AT=L=diag{li}, (2)

where li are the eigenvalues of A. Here, T and T−1 are the right and left eigenvectors of A.
Now, introducing the characteristic variables W=T−1U, the system given in (1) is equivalent
to

(W
(t

+L
(W
(x

=0. (3)

Hence, the solution of a one-dimensional hyperbolic system (1) can be obtained by solving the
corresponding uncoupled system (3), which represents n simple one-way wave equations.
Numerical methods for scalar one-dimensional wave equations are well-developed, the analysis
of convergence and stability are also available [1–3]. This result can be extended to quasi-lin-
ear systems and non-linear conservation laws by freezing the coefficients locally at each time
step.

2.2. Two-dimensional system

For a two-dimensional system, we have

(U
(t

+A
(U
(x

+B
(U
(y

=0. (4)

The system is hyperbolic, if the eigenvalues of aA+ (1−a)B are real for all a and the matrix
aA+ (1−a)B is diagonalizable by a non-singular matrix S.

The main difficulty in dealing with a two-dimensional hyperbolic system is that the
coefficient matrices A and B usually do not commute. Consequently, A and B can not be
simultaneously diagonalizable. In general, it is not possible to rewrite the two-dimensional
system (4) into a simple uncoupled form as in the case for a one-dimensional hyperbolic
system.

An upwind finite difference approximation is frequently used for solving hyperbolic system
of equations. In order to derive a correct upwinding direction, information on the eigenvalues
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PRECONDITIONING EULER SOLUTIONS 543

of A and B is needed. For numerical computations, these eigenvalues are simply calculated by
S1

−1AS1=LA=diag{li(A)} and S2
−1BS2=LB=diag{li(B)}, where S1"S2. Hence, numerical

algorithms based on simply extending the results for a one-dimensional system are frequently
used without the support of convergence and stability analysis.

Another technique often used for multi-dimensional hyperbolic systems is based on splitting
algorithms or locally one-dimensional methods, in which the solution of system (4) is obtained
by solving

(U*
(t

+A
(U*
(x

=0

and

(U**
(t

+B
(U**
(y

=0.

However, unlike applications to a two-dimensional scalar equation, where there is no splitting
error, this approach introduces an error that depends on the commutator AB−BA. Since the
matrices A and B in general do not commute, the overall accuracy of a splitting scheme is only
first-order, even though high-order methods may be used to solve the corresponding one-di-
mensional systems. In addition, for solutions with shock waves, the resolution of the resulting
numerical approximations will be less accurate since two-dimensional effects do play a strong
role in the behaviour of the solutions.

Hence, although it is relatively easy to extend one-dimensional methods for two-dimensional
applications, there are certainly various disadvantages associated with this approach. There-
fore, it is of strong interest to develop a genuine numerical algorithm for multi-dimensional
hyperbolic systems.

2.3. Preconditioning technique

In order to present a genuine algorithm for multi-dimensional hyperbolic systems, the
concept of a weakly coupled system is first introduced.

Definition 1
Let A and B be n×n matrices, then A and B are said to be weakly coupled if there exists an
n×n matrix K, such that

1. K is positive definite;
2. KA and KB are commutative, i.e. KAKB=KBKA or AKB=BKA.

Consider the case n=2, A=
�1

0
0

−1
�

and B=
�b1

b3

b2

b4

�
. Without loss of generality, it is

assumed that b2"0. Now, introducing a matrix K=
�k1

k3

k2

k4

�
, then by the definition of a

weakly coupled system, if A and B are weakly coupled, the matrix K can be determined by
solving AKB=BKA. Thus,

K=Ã
Ã

Ã

Á

Ä

−k4−
b1+b4

b2

k2

b3

b2

k2

k2

k4

Ã
Ã

Ã

Â

Å

.
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The matrix K can be made to be positive definite by setting appropriate values for k2 and k4.
It is important to note that even though A and B do not commute, the resulted matrices KA
and KB are commutative. The concept of a weakly coupled system can easily be extended to
a general problem in which the matrix A is given by

A=
�a1

a3

a2

a4

�
.

Definition 2
The hyperbolic system given in (4) is said to be a weakly coupled system if it is hyperbolic and
there exists a matrix K such that

1. K is positive definite;
2. The matrices KA and KB are hyperbolic and commutative, i.e. KAKB=KBKA.

When dealing with a quasi-linear system, the system is defined as weakly coupled if it is weakly
coupled for every locally frozen Jacobian matrix.

Now, if the system (4) is weakly coupled, it can be rewritten as

K
(U
(t

+KA
(U
(x

+KB
(U
(y

=0. (5)

Suppose we are only interested in the steady solution of (4), the solution can then be computed
from

(U
(t

+KA
(U
(x

+KB
(U
(y

=0. (6)

The above equations can be regarded as an equivalent preconditioned system of Equation
(4), where K plays a role as a preconditioning operator. An important consequence of this is
that, even though the coefficient matrices A and B are not commutative, KA and KB do
commute. Since the coefficient matrices in the preconditioned system are simultaneously
diagonalizable, we have

T−1KAT=LKA=diag{li(KA)}

and

T−1KBT=LKB=diag{li(KB)},

where LKA and LKB are diagonal matrices containing the eigenvalues of KA and KB
respectively. By introducing the characteristic variables, system (6) can be rewritten in an
uncoupled system as

(W
(t

+LKA

(W
(x

+LKB

(W
(y

=0, W(x, y, 0)=W0(x, y). (7)

Not only that a simple and efficient numerical algorithm can be developed for the uncoupled
system (7), but more important, convergence and stability analysis can also be easily estab-
lished. For example, in an upwind finite difference scheme and using a semi-discretization
formulation, system (7) can be expressed as

dW
dt

=HW+b. (8)
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It is then easy to show that H is non-positive, i.e. (HU, U)50. If b=0, due to the
monotonicity property, it can be proven that the solution of (8) satisfies the following relation

(W(t), W(t))5 (W(s), W(s)), for t\s]0.

Hence, U(t)5CU(0), where U(t) is a numerical approximation to system (4). If b"0, the
general solution of (8) has the form

W(t)=S(t)W0+
& t

0

S(t−s) ds,

where S(t) is the semi-group eHt.
Using the classical von Neumann stability analysis, it can be shown that an explicit upwind

difference scheme is stable if and only if

(sxr(KA)+syr(KB))51,

where sx=Dt/Dx, sy=Dt/Dy, r(KA) and r(KB) are the spectral radius of KA and KB
matrices. For the explicit Lax–Friedrichs scheme, it is stable if and only if

(sxr(KA))2+ (syr(KB))25
1
2

.

3. APPLICATIONS TO EULER EQUATIONS

In a primitive variable formulation, the two-dimensional Euler equations can be expressed by
system (4), where

U=Ã
Ã

Ã

Á

Ä

r

u
6

P

Ã
Ã

Ã

Â

Å

, A=Ã
Ã

Ã

Á

Ä

u
0
0
0

r

u
0

rc2

0
0
u
0

0
r−1

0
u

Ã
Ã

Ã

Â

Å

, B=Ã
Ã

Ã

Á

Ä

6

0
0
0

0
6

0
0

r

0
6

rc2

0
0

r−1

6

Ã
Ã

Ã

Â

Å

.

Here, r denotes the density, u and 6 are the velocities in the x- and y-directions respectively,
P is the pressure and c is the speed of sound.

Theorem
The two-dimensional Euler equation is a weakly coupled hyperbolic system if and only if the
flow is supersonic, i.e. (u2+62)/c2\1.

Proof
The proof of this theorem will be completed by using the following lemmas.

Lemma 1
Let K be a 4×4 matrix with coefficients kij, then by solving the matrix equation AKB=BKA,
the general solution is given by
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K=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Á

Ä

k11

u
6

t4

t4

0

t1

k22

k23

r2c2t3+
r2u
6

t4

6

u
t1−

r26

u
t3+r2t6

k23

t5

r2t4+r2c2t6

t2

t3

t6

k44

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Â

Å

,

where

k11= −c2t2−rut3−
r(u2+62)

c26
t4−r6t6,

k22= −
ru(c2−u2+62)

62 t3+
r(u2−62)(c2−u2−62)

c263 t4−
u2

62 t5,

k23=
r(u2−c2)
6

t3+
ru(u2+62−c2)

c262 t4+
u
6

t5+rut6,

k44= −rut3−
r(u2+62)

c26
t4−r6t6,

in which t1, t2, . . . , t6 are parameters.

Lemma 2
The first two eigenvalues of KA and KB are given by

l1,2(KA)=r(c2−u2)t3−
ru(u2+62−c2)t4

6c2 −ru6t69
r
u2+62−c2

c
(t4+c2t6),

and

l1,2(KB)= −ru6t3+rc−2(c2−u2−62)t4+r(c2−62)t69
r
u2+62−c2

6c
(6c2t3+ut4).

Remark
From lemma 2, the necessary condition for the theorem is established. Notice that if KA and
KB are hyperbolic, then both l1(KA) and l1(KB) must be real. Therefore, a necessary
condition is that u2+62−c2\0 or (u2+62)/c2\1. Conversely, if u2+62−c2B0, the
following two conditions,

t4+c2t6=0

and

6c2t3+ut4=0,

must be satisfied. However, it is not hard to verify that these conditions will make K become
singular, since all coefficients in the last row of K are zero. Hence, it is concluded that
u2+62−c2\0.
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Lemma 3
Now, setting the parameters t1, t2, . . . , t6 as

t1=0,

t2=0,

t3= −
u

rq2 ,

t4=0,

t5=
q2−c2+s62

q2 ,

t6= −
6

rq2 ,

where s is a parameter, the matrix K in lemma 1 can be rewritten as

K=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Á

Ä

1

0

0

0

0

1−
c2

q2+s
u2

q2

s
u6
q2

−rc2 u
q2

0

s
u6
q2

1−
c2

q2+s
62

q2

−rc2 6

q2

0

−
u

rq2

−
6

q2

1

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Â

Å

.

Here q2=62+u2. Now, if (u2+62)/c2=q2/c2\1, then K is a positive definite matrix by
setting an appropriate value for s.

Proof
In order to show K is positive definite, we need to show the symmetric part matrix (K+KT)/2
is positive definite. Now,

K+KT

2
=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Á

Ä

1

0

0

0

0

1−
c2

q2+s
u2

q2

s
u6
q2

−
1+r2c2

2rq2 u

0

s
u6
q2

1−
c2

q2+s
62

q2

−
1+r2c2

2rq2 6

0

−
1+r2c2

2rq2 u

−
1+r2c2

2rq2 6

1

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Â

Å

.

Clearly, it is positive definite provided

(i) D1=1\0,
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(ii) D2=detÃ
Ã

Ã

Á

Ä

1

0

0

1−
c2

q2+s
u2

q2

Ã
Ã

Ã

Â

Å

\0,

(iii) D3=detÃ
Ã

Ã

Ã

Ã

Á

Ä

1

0

0

0

1−
c2

q2+s
u2

q2

s
u6
q2

0

s
u6
q2

1−
c2

q2+s
62

q2

Ã
Ã

Ã

Ã

Ã

Â

Å

\0,

(iv) D4=det
�K+KT

2
�
\0.

Notice that D1 is naturally satisfied. Since

D2=1−
c2−su2

q2 ,

it is easy to see that D2\0 by setting s\0. Now

D3=
�

1−
c2

q2

�2

+s
�

1−
c2

q2

�
,

and D3\0 if we let s\0. Finally, D4 can be expressed as

D4=
�

1−
c2

q2

��
s−

(1+r2c2)2

4r2q2 +1−
c2

q2

�
.

If s] [(1+r2c2)2/4r2q2]−1+ (c2/q2), then D4\0. Since q2/c2\1, one can choose s= [(1+
r2c2)2/4r2q2].

Lemma 4
The matrix K defined in the previous lemma commutes with both A and B.

Proof
Since K is positive definite, it is not hard to verify that AKB=BKA. Alternatively, let the
matrices be rewritten as A=uI+A1 and B=6I+B1, where I is an identity matrix and

A1=Ã
Ã

Ã

Á

Ä

0
0
0
0

r

0
0

rc2

0
0
0
0

0
1/r
0
0

Ã
Ã

Ã

Â

Å

, B1=Ã
Ã

Ã

Á

Ä

0
0
0
0

0
0
0
0

r

0
0

rc2

0
0

1/r
0

Ã
Ã

Ã

Â

Å

.

Then, it is easy to verify that

uKB1+6A1K+A1KB1=6KA1+uB1K+B1KA1.

Notice that the above condition is equivalent to showing AKB=BKA.
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Lemma 5
Let K be defined as in lemma 3, then the eigensystems for KA and KB are as follows.

1. The eigenvalue matrix of KA is

LKA=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Æ

È

u

0

0

0

0

u
�

1−
2c2

q2 +s
�

0

0

0

0

u
�

1−
c2

q2

�
−

c26a

q2

0

0

0

0

u
�

1−
c2

q2

�
+

c26a

q2

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Ç

É

,

2. The eigenvalue matrix of KB is

LKB=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Æ

È

6

0

0

0

0

6
�

1−
2c2

q2 +s
�

0

0

0

0

6
�

1−
c2

q2

�
+

c2ua

q2

0

0

0

0

6
�

1−
c2

q2

�
−

c2ua

q2

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Ç

É

,

3. Their eigenvectors are, in either case

L=Ã
Ã

Ã

Ã

Ã

Ã

Ã

Æ

È

1

0

0

0

1
sq2−2c2

u
rq2

6

rq2

0

1
2c2

−
u+6a
2rq2

ua−6
2rq2

1
2

1
2c2

6a−u
2rq2

−
ua+6
2rq2

1
2

Ã
Ã

Ã

Ã

Ã

Ã

Ã

Ç

É

,

where a=
(q2/c2)−1\0.

Notice that the above five lemmas imply the theorem. Lemma 2 gives the necessary
condition for the theorem, and the ‘if’ part of the theorem is proved using Lemmas 3–5.

The preconditioning technique can also be easily extended to two-dimensional Euler
equations in conservative variables,

(U
(t

+
(F(U)
(x

+
(G(U)
(y

=0,
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where

U=Ã
Ã

Ã

Á

Ä

r

ru
r6

E

Ã
Ã

Ã

Â

Å

, F(U)=Ã
Ã

Ã

Á

Ä

ru
ru2+P

ru6
(E+P)u

Ã
Ã

Ã

Â

Å

, G(U)=Ã
Ã

Ã

Á

Ä

r6

ru6
r62+P
(E+P)6

Ã
Ã

Ã

Â

Å

.

Here E denotes the energy. The Jacobian matrix of the transformation from the non-conserva-
tive variables V= (r, u, 6, P)T to the conservative variables U is given by

M=
(V
(U

=Ã
Ã

Ã

Ã

Ã

Á

Ä

1
−ur−1

−6r−1

(g−1)
2

(u2+62)

0
r−1

0

− (g−1)u

0
0

r−1

− (g−1)6

0
0
0

g−1

Ã
Ã

Ã

Ã

Ã

Â

Å

.

Now, let Ac=M−1 AM and Bc=M−1BM, then the quasi-linear form of a two-dimensional
Euler equation in conservative variable can be written as

(U
(t

+Ac

(U
(x

+Bc

(U
(y

=0, (10)

where

Ac=Ã
Ã

Ã

Ã

Ã

Á

Ä

0

g−3
2

u2+
g−1

2
62

−u6
a1

1

(3−g)u

6

a2

0

− (g−1)6

u
− (g−1)u6

0

g−1

0
gu

Ã
Ã

Ã

Ã

Ã

Â

Å

,

Bc=Ã
Ã

Ã

Ã

Ã

Á

Ä

0
−u6

g−3
2
62+

g−1
2

u2

b1

0
6

− (g−1)u

− (g−1)u6

1
u

(3−g)6

b2

0
0

g−1

g6

Ã
Ã

Ã

Ã

Ã

Â

Å

,

a1= −
guE

r
+ (g−1)u(u2+62),

a2=
gE
r

−
g−1

2
(62+3u2),
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b1= −
g6E
r

+ (g−1)6(u2+62),

b2=
gE
r

−
g−1

2
(u2+362).

It can be shown that there exists a preconditioning operator Kc, where

Kc=M−1KM=Ã
Ã

Ã

Ã

Ã

Á

Ä

1

u
�c2

q2− t1
�

6
�c2

q2− t1
�

t4

0

1+
t2u

2−c2

q2

t2u6
q2

u(t2− t3)

0

t2u6
q2

1+
t26

2−c2

q2

6(t2− t3)

0

(1−g)u
q2

(1−g)6
q2

2−g

Ã
Ã

Ã

Ã

Ã

Â

Å

,

in which t1= [(g−1)/2]−s, t2=s+g−1, t3=gc2/[(g−1)q2] and t4= ((3−g)/2− (1+s−
t3)r)q2. By choosing an appropriate value for s, we can make Kc be positive definite. The
steady solution of system (10) can then be obtained by solving the corresponding precondi-
tioned Euler system

(U
(t

+KcAc

(U
(x

+KcBc

(U
(y

=0. (11)

It is not hard to verify that the matrices KcAc and KcBc are commutative, i.e. KcAcKcBc=
KcBcKcAc.

The details of the proof of the above theorem and the derivation of the preconditioning
operator can be found in [4].

4. COMPUTATIONAL EXPERIMENTS

This section investigates the performance and effectiveness of the preconditioning technique
presented in the previous sections. Intending to illustrate the main feature related to the
convergence and stability analysis stated, the authors consider the steady solutions of two-di-
mensional Euler equations in supersonic flows,

(U
(t

+A0 (U
(x

+B0 (U
(y

=0, (12)

where A0 =KA, B0 =KB and K is the preconditioning operator. When K=I, the system of
equations (12) reverts to the original Euler equations. The solution of Equation (12) is solved
by the following numerical procedures:

Lax–Friedrichs method

Let ui, j
n be the approximation to u(xi, yj, tn), and let Dt, Dx and Dy denote the time step and

mesh size in the x- and y-directions respectively. The Lax–Friedrichs scheme for the system
(12) can be written as
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Ui, j
n+1=

1
4

(Ui+1, j
n +Ui−1, j

n +Ui, j+1
n +Ui, j−1

n )−
Dt

2Dx
A0 (Ui+1, j

n −Ui−1, j
n )

−
Dt

2Dy
B0 (Ui, j+1

n −Ui, j−1
n ). (13)

Upwinding method

Let W be the characteristic variables, then the preconditioned Euler equation (12) can be
rewritten in the form

(W
(t

+LA0
(W
(x

+LB0
(W
(y

=0, (14)

where LA0 and LB0 are diagonal matrices. Following the discussion in the previous sections, a
non-singular matrix L exists and it can be used to simultaneously diagonalize both matrix
coefficients A0 and B0 . Now, define �A0 �=L �LA0 �L−1, A0 + =LLA0

+L−1, A0 − =LLA0
−L−1, and

similar definitions are used for B0 + and B0 −. Then, an upwind formula for the system (14) can
be expressed in the form

Ui, j
n+1−Ui, j

n

Dt
+

A0 +(Ui, j* −Ui−1, j* )+A0 −(Ui+1, j* −Ui, j* )
Dx

+
B0 +(Ui, j* −Ui, j−1* )+B0 −(Ui, j+1* −Ui, j* )

Dy
=0, (15)

where U*=Un, if the upwinding scheme is explicit; and if U*=Un+1, if the scheme is
implicit. For an implicit upwind scheme, the solution Un+1 is obtained by solving a sparse
matrix in each time step. In this paper, the resulting sparse system is solved by the method of
conjugate gradients [5].

The preconditioning technique is then applied to two test cases, one from the supersonic
channel flow problem and the other from the shock reflection problem.

4.1. Results for the supersonic channel flow problem

In the first example, the authors consider the solution of supersonic flows in a channel with
a 4% thick circular arc bump. The geometry of the physical space is mapped into a
computational space, in which a uniform mesh 96×32 is used for numerical computations.
The inflow boundary is prescribed with a supersonic Mach number M=1.4 and pressure
coefficient P=1.0. The outflow boundary conditions are derived from the standard first-order
extrapolation method. Such a problem is also used as a test case by Spekreijse [6].

The supersonic channel flow problem is then solved by the Lax–Friedrichs and upwinding
methods applied to the preconditioned Euler system. In Figures 1 and 2, the Mach number
distribution along the lower surface of the channel is displayed along with iso-Mach lines
obtained by the Lax–Friedrichs scheme. Note that, since both upwind and Lax–Friedrichs
methods are first-order-accurate, the numerical results using the upwind method are almost the
same as those reported in Figures 1 and 2. The results presented here are also in good
agreement with the upwinding scheme used by Spekreijse. In [6], Spekreijse solved the same
problem using a first-order-accurate upwind scheme and the defect correction method for
second-order accuracy. The numerical procedure employed in [6] was based on a multi-grid
technique in order to achieve computational efficiency. However, it should be pointed out that
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Figure 1. Mach number distributions along the lower surface.

Figure 2. Mach contours.

the goal of the present paper is to present a genuine numerical algorithm for multi-dimensional
hyperbolic systems, the other considerations, such as improvement on solution accuracy and
computational efficiency although are important, but they are not the main objective of the
present paper. The main contribution of the present paper is to introduce a preconditioning
technique for a weakly coupled hyperbolic system, so that convergence and stability analysis
can be easily investigated. The theoretical part has been discussed in the previous sections, and
the importance in using a preconditioning operator will now be demonstrated. Let the error at
the nth step be defined as the difference between the numerical solutions Un and Un−1; in
Figures 3 and 4 the authors illustrate the error using the Lax–Friedrichs scheme with

Figure 3. Numerical solution for the original Euler system; error=Un−Un−1�; 1 represents Dt/h=0.25;
2 represents Dt/h=0.275.
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Figure 4. Numerical solution for the preconditioned Euler system; error=Un−Un−1�; 1 represents Dt/h=0.25;
2 represents Dt/h=0.275.

Dt/h=0.25 and 0.275 applied to both the original and the preconditional Euler systems (12).
The advantage of the present preconditioning approach is clearly evident, in which it is
observed that using the same CFL number for numerical computations, convergence is
obtained only when the preconditioned Euler equations are solved. The supersonic channel
flow problem has also been tested with inflow boundary conditions given at M=1.6 and 2.0.

4.2. Results for the shock reflection problem

This test case provides a comparison of the solutions obtained by explicit and implicit
schemes. The physical domain for the shock reflection problem is defined over a rectangle
[0, 4.1]× [0, 1]. The free-stream Mach number is given by M=2.9, the boundary conditions at
free-stream and the upper boundary are prescribed as follows:
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The numerical solution is obtained using an upwind scheme (15) applied to a uniform grid
system of 120×40. For an explicit scheme, we let Dt=0.25Dx. A much larger time step, such
as Dt=100Dx or Dt=500Dx, can be used when the implicit version is used. In Figure 5, the
pressure contour using the implicit solution with Dt=100Dx is displayed, and according to the
jump conditions, the expected angle of incident 29° is clearly observed.

5. CONCLUDING REMARKS

The purpose of the present work was to draw attention on the development of a genuine
numerical algorithm for multi-dimensional systems of hyperbolic equations. In this paper, the
authors presented a new method with detailed theoretical analysis and derivation. The method
is based on introducing a preconditioning operator to the multi-dimensional hyperbolic
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Figure 5. Pressure contours.

system. It began by defining the concept of a weakly coupled hyperbolic system, and it was
shown that when a preconditioning operator is applied to such a two-dimensional weakly
coupled system, there exists a non-singular matrix that can simultaneously diagonalize both
matrix coefficients. As a result, a simple numerical scheme can be derived for the precondi-
tioned hyperbolic system, in which convergence and stability analysis can easily be investi-
gated. The new preconditioning method is then applied to solve steady Euler equations. Based
upon the theoretical analysis, it was shown that the system of Euler equations in supersonic
flows is a weakly coupled hyperbolic system. Consequently, the benefits with respect to
convergence and stability analysis of the proposed preconditioning technique are observed for
solving systems of steady Euler equations. These theoretical predictions are confirmed by
computational experiments for the solutions of the supersonic channel flow problem and the
shock reflection problems. The main attractive feature is clearly demonstrated from examining
the convergences of the explicit Lax–Friedrichs scheme using the same CFL number applied
to the original and the preconditioned systems of Euler equations. Not only a converged
solution is obtained, but the stability analysis can easily be performed for the preconditioned
Euler system. When an implicit upwind scheme is applied to the preconditioned system, a
much larger time step can also be used without loosing the stability.

The preconditioning technique in this paper was presented only in the context of two-dimen-
sional weakly coupled hyperbolic systems. In future studies, the authors’ investigations will be
extended to three-dimensional hyperbolic systems, and the results will be reported in a later
paper.
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